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Abstract

The first step in a ruggedness test is the selection of factors to be examined and their levels. In this paper, both
topics are discussed, thereby completing a strategy described earlier. It is demonstrated, by means of some examples,
that depending on the formulation (definition) of a factor, information that is physically more or less meaningful is
extracted from the experimental design results. Among others, the inclusion of the compounds of a buffer and of the
components of a mixture in a screening design were examined. A general guideline to select the levels of the factors
in a ruggedness test was proposed. Some special cases, i.e. asymmetric intervals around the nominal level, were also
discussed. © 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction

Ruggedness testing usually consists of an intral-
aboratory experimental study in which the influ-
ence of small but deliberate changes in the
operating parameters or environmental condi-
tions, called factors, on responses of the method
are evaluated. These deliberate changes reflect
those that can occur when a method is transferred
between different laboratories, experimentators,
instruments, etc. [1–4]. A ruggedness test is per-

formed as a part of the validation of an analytical
method. In a ruggedness test, an experimental
design approach is mostly performed. The first
steps in such a procedure are: (a) the selection of
the operational or environmental factors to be
investigated; and (b) the selection of levels for the
factors. In this text, we will have a closer look at
the selection and the definition of factors and
levels, thereby completing a strategy described
earlier [5].

The same set of factors can be entered in the
experimental design in different ways and this can
lead to information that is physically more or less
meaningful depending on the formulation (defini-
tion) of the factors. As an example, the formula-
tion of two types of factors will be discussed,
namely those derived from the components con-

* Corresponding author. Tel.: +32 2 4774737; fax: +32 2
4774735; e-mail: fabi@vub.vub.ac.be

1 Presented at the 7th Meeting on Recent Developments in
Pharmaceutical Analysis, Island of Elba, Italy, September
16–20, 1997.

0731-7085/98/$ - see front matter © 1998 Elsevier Science B.V. All rights reserved.

PII S0731-7085(98)00174-5



Y. Vander Heyden et al. / J. Pharm. Biomed. Anal. 18 (1998) 43–5644

stituting a mixture and those being the com-
pounds of a buffer. Problems occurring when
different chromatographic columns are examined
in a design are discussed as a third type of factor.
The problems discussed in this text also occur
when screening designs are applied in method
optimisation [6–8].

After defining the factors, their levels have to be
chosen. A general rule for defining factor levels is
proposed. Some special cases, such as the defini-
tion of asymmetrical intervals around the nominal
level, also are examined.

This text is meant as an aid for analytical
chemists, pointing out some difficulties when
defining the factors and levels in a ruggedness test.
The methodology is illustrated with a ruggedness
test designed for the high performance liquid
chromatographic (HPLC) assay of a drug.

2. Discussion

The HPLC assay is extracted from a monogra-
phy and had the following characteristics. The
mobile phase consisted of acetonitrile/phospate
buffer, 250:750 V/V. The phosphate buffer was
prepared by dissolving 6.8 g potassium dihydro-
gen phosphate (MW=136.1 g mol−1) and 1.8 ml
phosphoric acid (1.7 g ml−1, 85% m/m, MW=
98.8 g mol−1) in 1000 ml of water. A liquid
chromatograph equipped with an isocratic solvent
delivery system, a variable wavelength detector,
an automatic injection system and a data acquisi-
tion system were used. The column was Merck
RP Select B, Lichrospher 60 A, 5 m, 125×3.9 mm
ID. The flow rate of the mobile phase was 1 ml
min−1; the injection volume of the injected solu-
tions was 10 ml and the detector wavelength was
220 nm. Analyses were performed at room tem-
perature (20–30°C).

The following factors were originally selected
from the operating procedure to be tested in a
ruggedness test (A) concentration KH2PO4 in the
aqueous phase, (B) volume H3PO4 in the aqueous
phase, (C) volume acetonitrile in the mobile
phase, (D) volume of aqueous phase in the mobile
phase, (E) flow of mobile phase, (F) temperature
of the column, and (G) detection wavelength.

Each factor was examined at two levels (the ex-
treme levels), which were respectively chosen
smaller and larger than the operating conditions
(nominal levels) (Table 1). Those factors were
examined in a saturated fractional factorial design
for seven factors (Table 2).

2.1. The selection and formulation of factors

2.1.1. Factors representing the components of a
mixture

Factors C and D are the organic and aqueous
parts of the mobile phase. They constitute a mix-
ture and a property of mixtures is that they are
subject to the constraint

%
p

i=1

xi=1 i=1, 2, …, p (1)

where xi is the fraction of the ith component, and
p the total number of components in the mixture.
Not all mixture components can be controlled
independently and any component is determined
when the fractions of the other p−1 ones are
defined [9,10]. In our example, the fraction of the
aqueous phase is determined once the fraction of
acetonitrile is defined and vice versa. However,
the volumes acetonitrile and aqueous phase in the
mobile phase were entered in the design as two
distinct factors (factors C and D in Tables 1 and
2). This is not appropriate for the reasons ex-
plained below.

Table 1
The factors examined and their levels

LevelsFactor

(0)(+)(−)

6.7A: KH2PO4 (g l−1) 6.9 6.8
1.7 1.9 1.8B: H3PO4 (ml l−1)

240C: Acetonitrile (ml) 260 250
D: Aqueous phase (ml) 750740 760
E: Flow (ml min−1) 1.01.10.9

20F: Column temperature (°C) 35 20–30
219 221 220G: Wavelength (nm)

The extreme levels are represented by (−) and (+) and the
nominal ones by (0).
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Table 2
Saturated fractional factorial design for seven factors (a) and experimental set-up derived from the theoretical design (b)

D F GExperiment number EA B C

(a) Experimental design
+++1 ++ + +

− − − +2 − + +
−+−3 −+ − +

+ + − −4 − − +
+ −5 + + − − −

+− −6 +− + −
+ − −7 ++ − −

++8 − − − − +
(b) Experimental set-up

1.1 221351 7606.9 1.9 260
0.9 202 6.7 1.9 260 740 221
0.9 353 6.9 1.7 260 740 219

201.1 2194 7606.7 1.7 260
740 1.1 20 2195 6.9 1.9 240

0.9 356 6.7 1.9 240 760 219
2210.9 207 7606.9 1.7 240

35 2218 6.7 1.7 240 740 1.1

Generators of the design: D=ABC; E=AB; F=AC; G=BC.
Factors A–G are specified in the text.

In a ruggedness test, the influence of the fac-
tors on a response is usually determined by cal-
culating their effects [1,5,11,12]. This is possible
because the experimental designs applied have
some specific properties. They have the property
of orthogonality, which allows to calculate the
effects of the factors independently [13]. The
fractional factorial design of Table 2 is a bal-
anced two-level design, i.e. in the N/2 design
experiments a factor Fi is at one level all other
factors are N/4 times at levels (− ) and (+ )
[13,14]. In the calculation of the effects, the influ-
ences of the other design factors cancel. Another
property of those designs is that the factors can
be varied independently of each other, i.e. the
variation of each variable should be uncorrelated
to the variation of the others [15]. Factors C and
D however are not independent. From Tables 3
and 4, representing an identical set-up as Table
2, it can be observed that factors C and D in
reality are at four levels instead of at two. The
consequences are that the resulting design is: (1)
not a balanced two-level design any more which
means that the calculated effects are corrupted,
not only for factors C and D but for all factors

because the effects of factors C and D do not
cancel in the calculation of the others (main ef-
fects are confounded with each other); and (2)
not orthogonal.

For the above example, one should have en-
tered only the amount of acetonitrile or of the
aqueous phase as a factor while the other one is
only used as an adjusting component. The effect
(coefficient) calculated for the factor is then
caused by the change of the component exam-
ined or from an opposite change in the adjusting
component (Tables 3 and 4, columns C and D).
Their effects cannot be separated. The level of an
amount of solvent is preferably expressed as a
fraction instead of as a volume since a volume
provides no information about its contribution
to the mixture while a fraction does.

In HPLC analysis, the mobile phase can con-
tain, besides the aqueous phase, more than one
organic modifier, yielding mixtures of three or
four components. The situation which occurs in
ruggedness testing is that both mixture variables
and process variables (e.g. flow, temperature,
wavelength) need to be combined in an experi-
mental set-up.
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To choose an experimental set-up in this con-
text, two approaches are described in the litera-
ture [10,16]. The first one deals directly with the p
dependent mixture components x1, x2, ..., xp while
the second uses p−1 mathematically independent
variables, called mixture-related variables. The
latter approach allows to study both the mixture-
related variables and the process variables as nor-
mal factorial variables in a screening design [16].

In the first approach, the process variables are
examined in a screening design while the mixture
components are studied in a mixture design. The
experimental set-up to study all variables requires
the execution of a mixture design at each of the
screening design experimental conditions, or of a
screening design at each of the mixture design
experimental conditions. This is represented in
Fig. 1 for examining two process variables in a
factorial design and three mixture components in
a set-up with three mixtures situated around the
nominal conditions. In general, this approach re-
quires q×N experiments where q is the number
of mixture design experiments and N is the num-
ber of screening design experiments.

Let us consider a mobile phase consisting of
methanol (MeOH), acetonitrile (ACN) and water
with nominal fractions 0.10, 0.30 and 0.60, respec-
tively, that is examined in combination with five
process variables. The minimal number of experi-
ments for such a set-up is 24, i.e. q=3, which is
the smallest number of mixtures that can be
defined around the nominal one, and N=8, the
smallest screening design to examine five factors
(e.g. a quarter-fraction factorial for five factors or

a Plackett-Burman design for seven factors, con-
taining two dummy variables). For the second
approach, the five process variables and two (p−
1) mixture related variables will be examined in
one screening design. The minimal number of
experiments to evaluate the seven factors is eight.
This can, for instance, be carried out in a six-
teenth-fraction factorial for seven factors or a
Plackett-Burman design for seven factors.

In Table 5, a representation is made for exam-
ining the two process variables and two mixture-
related variables of the three component mixture
of Fig. 1 in one screening design. Eight experi-
ments are needed whilst twelve were necessary in
Fig. 1. Fig. 2 gives a graphical representation of
the set-up of Table 5.

The second approach is clearly more economi-
cal in experiments than the first one. In rugged-
ness testing, one wants to perform the lowest
number of experiments possible [5], therefore, the
second approach should be preferred, while the
first one is more suitable for modelling purposes
in method optimisation.

A second decision to be taken, after the choice
of the experimental set-up, is the selection of the
experimental domain around the nominal condi-
tions, more specifically the choice of the levels for
the mixture variables and/or the number of mix-
ture design experiments. Let us consider the first
experimental set-up approach. Suppose the ex-
treme levels for three mixture variables have been
determined (e.g. according to Section 2.2). A
hexagonal area around the nominal composition
is then created by these levels. This is represented

Table 3
Fractions of acetonitrile (C) and aqueous phase (D) in the different design experiments

A B CExperiment number D E F G

221351 1.16.9 0.745 (+)0.255 (+)1.9
221200.90.740 (−)0.260 (+)1.96.72

6.9 1.7 0.260 (+)3 0.740 (−) 0.9 35 219
4 6.7 1.7 0.255 (+) 0.745 (+) 1.1 20 219

0.245 (−) 0.755 (−) 1.1 20 2195 6.9 1.9
0.240 (−)6 0.760 (+)6.7 0.9 35 2191.9
0.240 (−) 0.760 (+) 0.9 207 2216.9 1.7

8 1.7 221351.10.755 (−)6.7 0.245 (−)

Between brackets the levels from the theoretical design are indicated.
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Table 4
Variables matrix of Table 3

D E FExperiment number GA B C

1111 −0.51 1 0.5
−1 −12 −1 1 1 −1 1

−11−13 −11 −1 1
1 −14 −1 −1 0.5 −0.5 −1
1 −15 1 1 −0.5 0.5 −1

1−1 −16 1−1 1 −1
−1 17 1 −1 −1 1 −1

0.5 1 18 −1 −1 1−0.5

in Fig. 3 but with largely exaggerated intervals
(k=20, see Section 2.2) between the levels for
visual purposes. Selection of the six corner points
as mixture experiments would give for the first
approach 6×N experiments which is not feasible
and a more economic set-up is recommended. The
smallest number of mixture experiments which
create a domain around the nominal conditions is
three (a triangle) which for instance could be
chosen on the borders of the hexagon. Any trian-
gle chosen will examine at the most only one
solvent in an interval symmetrically around the
nominal level while the others are studied in an
asymmetric interval. However there is no reason
why this would happen in reality, i.e. why a
fraction would deviate more from the nominal
level in one direction than in the other (Section
2.2) and moreover the total number of experi-
ments still remain relatively high.

On the other hand, defining p−1=2 mixture-
related variables in a screening design (second
approach) leads to experimental domains for the
mixture components as given in Fig. 4. A practi-
cal example of the possible level combinations for
examining MeOH and ACN as two factors in a
two-level factorial design is shown in Table 6. For
a given set of extreme levels, the hexagonal do-
main (Fig. 3), is completely enclosed by the quad-
rangular areas of Fig. 4. When moreover those
two variables are chosen that are examined in the
narrowest intervals, the created area comes closest
to the hexagonal one, as can be seen in Fig.
4(a,b). Another advantage of this approach com-
pared to the triangular domain is that all vari-
ables, also the adjusting component, are varied

over intervals situated symmetrically around their
nominal levels.

Finally after the selection of the experimental
set-up and the mixture component levels, the infl-
uence of the factors on the responses has to be
estimated. For the mixture-related variables the
usual calculation of effects from a screening de-
sign can be used. However, for the definition of
the effect of a mixture component some consider-
ations can be made. In mixture design terminol-
ogy the definition of an effect is different from the
one applied in screening designs. For mixtures,
the effect of component i on a response is defined
as the change in the value of the response result-
ing from a change in the proportion of compo-
nent i while holding constant the relative
proportions of the other components [10]. In
screening designs, an effect is defined as the aver-
age change in response observed for a change of
that factor from one level to the other, measured
on each of the two levels of the other design
factors, and this definition is illustrated in [13].

Calculating the effect of a mixture component
according to the first definition only allows one to
enter one mixture component at the time in a
screening design. If the effect of, e.g. MeOH is
considered, then the ratio between ACN and wa-
ter should remain constant (1/2) and is used as
adjusting mixture. In reality however, deviations
from the nominal conditions of MeOH, ACN and
water will probably occur and the ratio among
components does not remain constant. Therefore,
the requirement that the relative proportions of
some components remains constant, was dropped.
The effect of the mixture components is better
determined according to the screening design ter-
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minology (Fig. 4(a,b)). This allows to estimate the
effects of two components. It leads to the knowl-
edge whether or not a small change in a certain
component affects the response (e.g. selectivity). If
one component has a significant effect, this means

in practice that the mixture composition as a
whole is important. Since it is not possible to
control only one of the components of a mixture,
the composition of the mixture as a whole should
be more strictly controlled.

Fig. 1. The combined design approach to examine two process variables in a factorial design and three mixture components in a
three experiments mixture set-up: (a) The 22 designs at each of the three points of the mixture design; and (b) the mixture designs
at each of the four points of the screening design.
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Table 5
Half-fraction factorial design for four factors (generator D=
ABC)

B CExperiment number A D

+ +++1
−+2 − +
−+−+3

+ +4 − −
− −5 + +

+ −6 − +
− − ++7

− − − −8

Factors A and B are process variables, C and D are mixture
variables.

Fig. 3. Hexagonal area created by the extreme levels 0.080 and
0.120 for MeOH, 0.240 and 0.360 for ACN, 0.540 and 0.660
for H2O. The levels were determined applying the rules of
Section 2.2 on the above mentioned mobile phase which was
prepared with graduated cylinders of 100 ml (uncertainty
internal volume 0.375 ml), 500 ml (uncertainty internal volume
1.88 ml) and 1000 ml (uncertainty internal volume 5 ml) and a
constant k=20 was used.

2.1.2. Acidic and basic compounds of a buffer
In the example, factors A and B, the basic and

acidic compound concentrations of the buffer
KH2PO4/H3PO4 were entered as two factors. It is
indeed possible to examine these factors in this
way, because the two concentrations were de-
scribed in the operating conditions and the design
properties are not destroyed. In a ruggedness test,
the first concern is to determine the ruggedness of
a method and to a smaller extent to explain (the
lack of) it. However, if one wants to maximise the
information extracted from a ruggedness test it

may be interesting to formulate the factors in such
a way that the effects have a physical meaning. In
the example this is not the case for the effect of
factor B (see below).

The proton (H+) activity (concentration) in the
mobile phase affects the HPLC responses. The pH
of the mobile phase influences the dissociation of
some analytes and thus their retention behaviour.
The ionic strength (m) on the other hand can also
affect retention behaviour and peak shapes. An
increase in ionic strength can for instance reduce
tailing [17].

In the example, the effect observed for factor A
(Concentration KH2PO4 in the aqueous phase) is
a measure for the ionic strength, because factor B
(volume H3PO4 in the aqueous phase) is not
contributing. However, for buffer systems com-
posed of two salts, e.g. KH2PO4 and K2HPO4,
both affecting the ionic strength, this is not the
case. The effect calculated for factor B on the
other hand has little physical meaning. It does not
contribute to the ionic strength and is not directly
representing the pH since this depends on the

Fig. 2. Graphical representation of the set-up of Table 5 where
an approach with mixture-related variables studied in a screen-
ing design is shown. 1, 2, ..., 8, are the experiment numbers.
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ratio between the KH2PO4 and H3PO4 concentra-
tions. The above is demonstrated in Table 7 where
the pH (pKa=2.12) and the ionic strength were
calculated. One observes that the effect of factor
A (Tables 3 and 4) measures that of m. For the
pH, four levels occur due to the original levels of
factors A and B. Deduction of the effect of the
pH from this design is not possible because it is
not a balanced two-level design any more.

In some cases, the pH or m can be replaced by

two other factors representing them. For the
buffer applied, these factors can be defined by a
and b and represented as

a�[KH2PO4]
a�b�[H3PO4]

where a and b are coefficients to be multiplied
with the nominal concentrations of the buffer. It
has to be mentioned that both factors a and b
cannot be entered in a same screening design

Fig. 4. Areas examined when factors (a) MeOH and ACN, (b) MeOH and H2O, (c) H2O and ACN, are examined in a screening
design according to the second approach.
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Table 6
Possible level combinations for the fractions MeOH (levels: 0.08 and 0.12) and ACN (levels: 0.25 and 0.35) in a two-level factorial
design

Theoretical levels Practical values (fractions) Adjusting component

H2OACNMeOH ACN MeOH

0.250.08− 0.67−
0.12 0.25+ 0.63−
0.08 0.35− + 0.57

0.350.12 0.53++

unless creating the problems discussed above. Co-
efficient a is multiplied with both compounds and
b only with the one not contributing to the ionic
strength. Both coefficients a and b have a value of
one as a nominal level. For the extreme levels,
smaller and larger values are chosen. The coeffi-
cient a represents the ionic strength, because the
ratio between both compounds remains constant
but the amount of ions is changing, and coeffi-
cient b represent the pH, since it changes the ratio
between the compounds while the ion concentra-
tions remain constant.

If both buffer compounds contribute to the
ionic strength, then the use of the coefficients a
and b has other consequences. Consider for in-
stance the buffer composed with KH2PO4 and
K2HPO4. The coefficient a in a�[KH2PO4]/
a�[KH2PO4] represents again the ionic strength.
However, the coefficient b in [K2HPO4/
b�[KH2PO4], is not representing only the pH.
Coefficient b affects both the pH and ionic
strength and its use is not interesting for this kind
of buffer.

2.1.3. Impossible factor and le6el combinations in
screening designs

One should be vigilant not to require impossi-
ble factor combinations. An example is the com-
bination of the factors ‘manufacturer of column
material’ and ‘batch of material’ in one two-level
design. Selecting two levels for the manufacturer
of material would give manufacturers I and J.
Selecting two levels for the batch of material is
not possible since one cannot define batches com-
mon to both manufacturers I and J. A design
with four levels for the latter would be created,

which is not balanced any more. A possibility to
examine this kind of factors would be the use of
nested designs [18,19]. Their use in ruggedness
testing has been examined [20], personal commu-
nication] but a detailed discussion here is outside
the scope of this manuscript.

2.2. Defining the factor le6els: general guideline

The factor levels are usually defined symmetri-
cally around the nominal level (Table 1). Other
examples of levels examined in different case stud-
ies can for instance be found in [5,12,21–25]. The
interval chosen between them represents the
(somewhat exaggerated) limits between which the
factors are expected to vary when a method is
transferred. In most case studies, the levels are
defined by the analyst according to his personal
opinion of what is feasible or not.

In some references [1,26], the extreme factor
levels are defined as a percentage of the nominal

Table 7
pH and ionic strength calculated for the design experiments of
Table 2

Calculated values Scaled values

mpH pH mExp.

1 1−0.430.05072.38
0.0492 −12.362 −1

3 12.43 10.0507
2.41 0.04924 Scaled 0.43 −1

5 2.38 0.0507 [ −0.43 1
−1−10.04926 2.36

2.43 0.05077 1 1
2.418 0.0492 0.43 −1
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value, i.e. as ‘nominal level9x%’. However, this
is not an appropriate way. Consider two methods
using mobile phases with pH 2.0 and 10.0, respec-
tively. If the extreme levels are defined with a
deviation of 10% then they would be 1.8 and 2.2
for the first, and 9.0 and 11.0 for the second
method. Usually there is no reason why the
ruggedness of the two methods for the influence
of the pH should be examined in different
intervals.

For quantitative factors, which vary on a con-
tinuous scale, we propose to define the extreme
levels based on the precision or the uncertainty
[27] with which a factor can be set and reset. For
instance, the uncertainty in the factor ‘pH of a
solution’ will depend on the uncertainty of the pH
meter result and on the uncertainty related to the
calibration of the pH meter. Suppose one knows,
from a systematic determination of the uncertain-
ties [27], that the pH varies with a confidence level
of 95% in the interval pH90.02 where 0.02 is
called the expanded uncertainty (cfr. further). It
will be discussed below how to make an estima-
tion of the uncertainty. Due to the uncertainty in
the pH, one can expect the nominal pH (pHnom)
to vary between the levels pHnom90.02. To select
the extreme levels in a ruggedness experiment, this
interval is enlarged to represent possible varia-
tions between instruments or laboratories. This is
carried out by multiplying the expanded uncer-
tainty with a coefficient k which gives as extreme
levels pH9k*0.02. The value for k is in principle
chosen arbitrarily but we propose to consider in a
first instance the values two, five and ten for it.
The value k=5 is used as default value and the
values k=2 and 10 are left as alternatives to be
used when the analyst prefers larger or smaller
intervals for certain factors.

To quantify the (expanded) uncertainty in ana-
lytical measurements and, in our case, factor lev-
els, detailed Eurachem guidelines exist [27].
Consider the determination of the uncertainty in
the concentration of a solution. Suppose a reagent
solution with a nominal concentration of 100 mg
l−1 is defined in the operating procedure and is
prepared in a 100 ml volumetric flask. The con-
centration C is determined as C=m/V where m is
the mass weighed and V the volume. To deter-

mine the uncertainty in C, those in m and V are
estimated first. The uncertainty on m depends on:
(1) the variability of weights determined by differ-
ence (final weight is determined by difference);
and (2) the uncertainty associated with the cali-
bration of the balance. In (1), Eurachem [27]
defines a standard deviation of 0.07 mg for
weights up to 50 g and in (2), it is reported that it
is within 90.1 mg of the displayed value with
95% confidence. The latter quantity needs to be
divided by 1.96 (derived from a normal distribu-
tion) to give the uncertainty of the component as
a standard deviation, 0.1/1.96=0.052 mg. Both
components are then combined to give the uncer-
tainty in m, um=
0.072+0.0522=0.087 or
RSDm=0.0087.

A critical note should be made here. The above
is the procedure proposed by Eurachem to define
the uncertainty in the mass, but probably it does
not cover all the errors made. For instance, in the
mass of substance that is finally brought into the
volumetric flask, one of the most important errors
is probably the error in the transfer of the
weighed material to the volumetric flask. How-
ever, this error is not so easily quantified, whilst
on the other hand it is not necessarily occurring,
e.g. when weighing immediately in the volumetric
flask. The introduction of k into the definition of
the factor levels should, to a certain degree, take
into account the possible occurrence of the errors
that are difficult to quantify. Another example of
such an uncertainty is the difference in the tem-
perature of a column oven and the real tempera-
ture within the analytical column.

The volume V is subject to three main sources
of uncertainty: (1) the uncertainty in the stated
internal volume of the flask; (2) the variation of
filling the flask to the mark; and (3) the flask and
solution temperatures differing from the cali-
brated temperature. The first is indicated by the
manufacturer as a 9 figure. For a 100 ml volu-
metric flask, it is 0.08 ml. Since this figure has no
confidence level, a rectangular distribution is as-
sumed and the standard deviation is 0.08/
3=
0.046 [27]. The uncertainty due to variations in
filling can be estimated from a repeatability exper-
iment. A standard deviation for this variation is
for instance 0.012 ml (adopted from [27]). Thirdly,
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the uncertainty due to temperature difference
from the flask calibration temperature can be
calculated from an estimate of the temperature
range and the coefficients of volume expansion.
Only the volume expansion of the liquid is consid-
ered since it is considerably larger than that of the
flask. Taking a coefficient of volume expansion
for water of 2.×10−4°C and a possible tempera-
ture variation of 93 K gives a 95% confidence
interval for a volume V of 9 (V×3×2.1×
10−4). For 100 ml, this gives a 95% confidence
interval of 10090.063 ml and a standard devia-
tion of 0.032 ml (division by 1.96). The uncer-
tainty u6 in the volume V due to the three
components is then u6=
0.0462+0.0122+
0.0322=0.057 ml (RSDV=0.00057).

The uncertainty uC in the concentration C is
given by uC/C=
RSDm

2 +RSDV
2 =
0.00872+

0.000572=0.0087. In order to combine the uncer-
tainties associated with each component of a
multiplicative expression, the RSD must be used.
The standard uncertainty uC in concentration C is
then 0.0087×100 mg l−1=0.87 mg l−1. The
expanded uncertainty, which provides an interval
within which the value of the factor is believed to
lie with a given level is confidence, is 91.7 mg
l−1 for a confidence level of 95%.

From the above example, it is seen that the
determination of the extreme levels for the factors
according to the Eurachem guidelines is useful but
on the other hand rather cumbersome. However,
the exercise is of interest, since it will indicate
which sources of error are the most important.
From a quality point of view, this is useful.
However in a ruggedness test one is more inter-
ested to have an idea which order of magnitude to
choose for the extreme levels, i.e. for a concentra-
tion of 100 mg l−1 should one examine in the
interval 98–102 mg l−1, 90–110 mg l−1 or 80–
120 mg l−1, to have a realistic situation.

A simpler alternative to the Eurachem guideline
is the following. For each measured response, one
so-called absolute uncertainty is defined. For in-
stance: (1) for a mass, consider the last number
given by the balance or a value specified by the
manufacturer, as uncertain, e.g. 0.1 mg for an
analytical balance; (2) for a volume, take the
uncertainty in the internal volume of the volumet-

ric recipient, specified by the manufacturer, e.g.
0.08 ml for a 100 ml volumetric flask; (3) for a pH
value, use the last digit of the display or a value
specified by the manufacturer of the pH meter.
When a response, e.g. a concentration, is calcu-
lated from a number of measured components,
the following rules are applied: (1) the absolute
uncertainty for a sum or a difference is the sum of
the absolute uncertainties in the terms; and (2) the
relative uncertainty (i.e. absolute uncertainty/re-
sponse value) for a product or a quotient is the
sum of the relative uncertainties in the terms.

For the above example, we define the absolute
uncertainty in the mass as 2×0.1 mg (mass ob-
tained from a difference of two measurements)
and in the volume as 0.08 ml. This gives relative
uncertainties of 0.02 and 0.0008, and for the
concentration of 0.0208. The absolute uncertainty
in the concentration is then 2.1 mg l−1 which is
similar in order of magnitude to the expanded
uncertainty determined with the Eurachem guide-
lines. In both cases, the extreme levels to be
examined in a design would be �90 and 110 mg
l−1 (k=5).

A similar reasoning for solutions is valid for
mixtures. Consider a mobile phase 30:70 V/V
MeOH/H2O prepared using graduated cylinders
of 500 ml for MeOH (uncertainty internal volume
1.88 ml) and of 1000 ml for water (uncertainty
internal volume 5 ml). The fraction of methanol is
calculated as fMeOH=VMeOH/VMeOH+VH2O (vol-
umes considered additive for ease of calculation).
The three in Eurachem specified sources of uncer-
tainty (see higher) in VMeOH, expressed as stan-
dard deviations, were defined to be 1.085, 0.2 and
0.096, respectively and for VH2O as 2.887, 0.6 and
0.225. These values give an expanded uncertainty
(95% confidence level) of 0.0029 in fMeOH. If the
mixture is expressed by fH2O, the expanded uncer-
tainty is found to be 0.0074.

When applying the alternative guideline, only
the uncertainties in the internal volumes are taken
into account. The absolute uncertainty in fMeOH is
0.0039 and the one in fH2O 0.0098. Again both
approaches lead to values of a similar order of
magnitude.

Depending on the condition, if the fraction
MeOH or the one of H2O is considered, different
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uncertainties are found. However, in Section
2.1.1, it was seen that only one fraction should be
entered in a screening design. Since the levels of
that fraction describe the deviations occurring in
the total mobile phase we would recommend to
select the extreme levels based on the largest
uncertainty found in the fractions of the different
components, here in the one of H2O. The extreme
levels are then defined, both for MeOH and H2O,
as f9k 0.0074 or f9k 0.0098 according to the
two guidelines respectively, where a value of k=2
seems large enough here.

Similar reasoning also leads to the definition of
the uncertainties in more complex mixtures (Sec-
tion 2.1.1).

For quantitative factors, the interval between
the extreme levels is generally situated symmetri-
cally around the nominal one since there is no
reason why a deviation from the nominal level is
more probable in one direction than in the other.
However, for some factors, the selection of an
asymmetrical interval represents more reality.
Suppose that a column temperature of 35°C is
prescribed. Subsequently, it is not illogical to
define room temperature (20°C) as low level since
it is possible that the method in some cases will be
executed at this temperature, for instance because
one does not have a column oven. To determine
the high extreme level, the uncertainty in the
column oven temperature multiplied by coefficient
k could still be used, giving for instance 40°C.

It could be argued that examining the tempera-
ture in an interval between 20 and 40°C is not a
small perturbation, as the definitions for rugged-
ness require. However, the idea of ruggedness
testing is that the factors are examined for
changes that in practice can occur when a method
is transferred. In fact, ruggedness tests were origi-
nally introduced to simulate these possible pertur-
bations in order to avoid problems of method
transfer, for instance, when determining the
method reproducibility in an interlaboratory
study. That the factors, in general, are examined
in small intervals is a consequence of the fact that
a transfer usually only is expected to cause
changes in the factor conditions within a small
interval. It however should not be an a priori
requirement. Therefore if one can exclude that

after transfer of the method from the laboratory
where it is developed to those where it will be
used that a method prescribed at 35°C will be
executed at room temperature then the above
given temperature interval could be replaced by a
symmetric one, as for instance, 30–40°C. In the
other case, examining the temperature in the in-
terval room temperature −40°C could be worth-
while considering.

Another example where an asymmetrical inter-
val reflects the variations occurring in reality
more, is for the factor ‘reaction time’, e.g. for a
precolumn derivatisation reaction. It is not un-
common that the applied reaction time is some-
times longer than the one prescribed because one
thinks that this will not affect the result (the
longer, the better…) while too short a reaction
time is less probable. Therefore, when the nomi-
nal reaction time is 30 min, an interval for the
extreme levels between 25 and 45 min may be
more adequate than a symmetric one.

3. Conclusions

Proper formulation of factors and selection of
their levels, knowledge about experimental design
and about the chemical and physical properties of
the examined factors are needed to obtain maxi-
mal information in a ruggedness test. The follow-
ing topics should be considered or checked prior
to the performance of experiments: (1) can the
factors be changed independently from each other
and be set and reset reproducibly between experi-
ments; (2) are they formulated appropriately and
in an economic way (e.g. mixture factors) (3) are
the designs balanced; and (4) are impossible factor
or level combinations absent? One should also
consider whether one wants merely an estimate of
ruggedness, the identification of factors specified
in the procedure that affect it or whether one
wants to obtain physically interpretable effects
also.

The factor levels to be tested in a ruggedness
test can be defined based on the uncertainty with
which the nominal one can be set and reset. For
some factors, an examination of the extreme levels
in an interval situated asymmetricaly around the
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nominal one can represent better reality than a
symmetric one.
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